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6th work sheet (multicriteria optimisation )

31. (Ehrgott et al., 19971)
Let X ⊆ IRn, f : X → IR, and x̄ ∈ X. The set L≤(f(x̄)) = {x ∈ X : f(x) ≤ f(x̄)} is called

a level set of f in x̄, the set L=(f(x̄)) = {x ∈ X : f(x) = f(x̄)} is called level curve of f in x̄
and L<(f(x̄)) = {x ∈ X : f(x) < f(x̄)} is called strict level set of f in x̄. Consider an MCOP
(X, f, IRQ)/id/(IRQ, <). Let x∗ ∈ X, f = (f1, f2, . . . , fq)

T and yq := fq(x
∗) for q = 1, 2, . . . , Q. Show

that

(a) x∗ is strict Pareto optimal if and only if ∩Qq=1L≤(yq) = {x∗}, where L≤(yq) is the level set of fq
in x∗, q = 1, 2, . . . , Q.

(b) x∗ is Pareto optimal if and only if ∩Qq=1L≤(yq) = ∩Qq=1L=(yq), where L≤(yq) is as in (a) and
L=(yq) is the level curve of fq in yq, q = 1, 2, . . . , Q.

(c) x∗ ist weakly Pareto optimal if and only if ∩Qq=1L<(yq) = ∅, where L<(yq) is the strict level set
of fq in yq, q = 1, 2, . . . , Q.

32. Let [a, b] ∈ IR be a compact interval and the functions fi : IR→ IR convex, i = 1, 2, . . . , Q. Let

xmi := min{x ∈ [a, b] : fi(x) = inf
x∈[a,b]

fi(x)} and

xMi := max{x ∈ [a, b] : fi(x) = inf
x∈[a,b]

fi(x)}

Use the result of Exercise 31 to show the following identities:

XPar =

[
min

i=1,2,...,Q
xMi , max

i=1,2,...,Q
xmi

]⋃[
max

i=1,2,...,Q
xmi , min

i=1,2,...,Q
xMi

]

Xw−Par =

[
min

i=1,2,...,Q
xmi , max

i=1,2,...,Q
xMi

]
33. Use the results of Exercise 32 to give an example of a multicriteria optimisation problem with X ⊂ IR,

where Xs−Par ( XPar ( XwPar, with strict inclusions. Use two or three objective functions.

34. Let X = {x ∈ IR: x ≥ 0} and f1(x) = ex,

f2(s) =

{
1

x+1 0 ≤ x ≤ 5

(x− 5)2 + 1
6 x ≥ 5 .

Using the results of Exercise 32, determine XPar. Which of these solutions are strictly Pareto?
Can you prove a sufficient condition on f for x ∈ IR to be a strict Pareto optimal solution of
(X, f,RQ)/id/(RQ,≤), where X ⊂ IR and f : X → RQ, x 7→

(
fi(x)

)
1≤i≤Q.

35. Provide an example in which the following relationships hold, respectively:

(a) S(Y ) ⊂ Yeff ⊂ S0(Y ) where both inclusions are strict and S(Y ), S0(Y ) are defined as in the
lecture.

(b) S(Y ) ∪ S′0(Y ) = Yeff = S0(Y ), where

S′0(Y ) =

{
y′ ∈ Y : ∃λ ∈ IRQ

+ \ {0} such that {y′} = S(λ,Y)

}
.

S(λ, Y ), S(Y ) and So(Y ) are defined as in the lecture, namely

S(λ, Y ) = argmin{〈λ, y〉 : y ∈ Y } , S(Y ) = ∪
λ∈Int(IRQ

+)
S(λ, Y ) , and S0(Y ) = ∪

λ∈IRQ
+\{0}

S(λ, Y ) .
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